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Application of shaping filters to adjust wavelets of vibroseis and impulsive
sources

A. Yousefzadeh * and H.R., Siahkoohi *

* Institute of Geophysics, Tehran University, Tehran, I.R. Iran.

Abstract

Vibroseis is the cheapest and the most convenient source of energy for seismic data
acquisition. Unfortunately, in certain areas continuous seismic date acquisition with Vibroseis
is not possible (due to the varying terrain conditions, jungles woods and swamp or others
environmental problems). Impulsive sources, alternatively, can be used to maintain continuous
subsurface coverage and to keep the fold at the desired level.

Different seismic sources usually generate different seismic wavelets. Vibroseis source
produces a two-sided signal after correlation, whereas an impulsive source results in a one-
sided (causal) signal. During interpretation, if the above mentioned differences, the would mat
be taken into account resulting seismic sections could possibly reveal false facies changes.

In this study we showed that how one could solve this problem by applying two-sided
recursive (TSR) shaping filters. We employed a deterministic, non-trace adaptive procedure
considering the known parts of the seismic signal.

The proposed strategy contains a minimum-phase conversion of both the Vibroseis and
impulsive seismic data. It followed by a deconvolution and subsequent bandwidth limitation in
the frequency range of data using a zero-phase band pass filter.

Keywords: digital filtering, impulsive seismic source, seismic data processing, TSR-shaping
filter, Vibroseis, wavelet adjustment
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A Laboratory study of warm-cloud seeding

S.A. Sadeghi Hosseini and F., Arkian"

* Institute of Geophysics, Tehran University, Tehran, LR. Iran.

Abstract

In this study, cloud formation and its seeding efficiency at room temperature have been
envestigated by different particles such as ambient aerosols, salt, and smoke induced by
burning match. In the first step, the effect of ambient aerosol concentration on the time of
clearing cloud was considered. Since the aerosols concentration is almost constant during the
day, therefor it is accepted as base point for comparison of not-seeded and seeded condition
for cloud formation and precipitation. The effect of aerosols concentration variation in
different days also were considered. In the second step, the effect of salt and smoke injected as
seeding nuclei to the chamber on the cloud clearing time was studied. The salt solution density
were used with 20, 30 and 40 g/lit.

The time of cloud clearing by the salt nuclei is less than ambient aerosols. The results showed,
the more salt solution density, the less cloud clearing time. In most experiments with
increasing smoke concentration the precipitation increased too and extraordinary amounts of
smoke concentration rarely caused cloud to be overseed. The experimental results on
nucleation efficiency showed that hygroscopic and giant salt particles are more efficient than
smaller smoke particles but with respect to higher concentrations of smoke it is observed that
the cloud has precipitated in shorter time by smoke nuclei. In fact, if it would be possible to
make the experiments under the quantity control coditions, the cloud could be cleaned with
salt nuclei in the shorter time.

Keywords: Cloud Condensation Nuclei, Cloud Droplets, Heterogeneous Nucleation, cloud
Seeding Efficiency, Over seed, Smaze

Estimate of porosity from compressional wave velocity in Shurijeh sandstone
formation with considering the effect of clay content”

M. Nabi-Bidhendi” and M.A., Esmacli-Abdar’

* Institute of Geophysics, Tehran University, Tehran, 1.R. Iran.

Abstract

In this research the porosity of Shurijeh formation in northeast of Iran is measured from
neutron and density logs in the well GL2. Then we measured compressional wave velocity
from acoustic log, and the clay content from geology log. With the data of clay content,
porosity and compressional wave velocity we found a linear relationship between these
parameters as follows:

V, =5.55-9.62¢-1.37C RZ =0.86

where Vp, ¢ and C are respectively the velocity of saturated sandstone (in km/s), porosity
and clay content (both in fractional volume).

Based on the above relationship, if V, calculated from sonic log and with the knowledge of
the clay content, them the porosity of the formation could be estimated.

Keywords: porosity, clay content, compressional velocity
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The study of solar eclipse of 1" Aug. 1999 on ionosphere and calculation of
recombination factor-

A. Raeen” and N, Alavi'

* Institute of Geophysics, Tehran University, Tehran, L.R. Iran,

Abstract

The study of variations of different ionospheric layers at the day of solar eclipse and the
calculation of the recombination factor of electrons (a), were our aim. In this regard, the
measurements were made with an ionospheric vertical sounding instrument at the interval 15
to 1 minutes at the control day and the day of solar eclipse. The ionospheric data extracted
from the ionospheric records (ionograms) and electron density variations with height of the
different layers were obtained based on the relation between electron density and frequency of
the layers. Finally the recombination factor for F, layer was calculated. The behaviors of the
electron density variations indicate a rapid decrease of ionization of different ionospheric
layers.

Keywords: ionosphere, ionogram, recombination factor, electron density

Amplification of Seismic Waves in Alluvium Deposits”

M.A. Riahi” and A.R., Mahdavi Zafarghandi’

* Institute of Geophysics, Tehran University, Tehran, LR. Iran.

Abstract

In the present study seismic data was carried out at Bibi —Shahr Banoo mountainous area
located in Shar-e-Ray south-east of Tehran to estimate amplification of seismic waves. For
this purpose microtremors and explosion generated waves were acquired. The layout of three
recording stations was arranged along a profile. Microtremors were recorded after midnight
with time interval of 30 minutes; record length for each interval was 2 minutes. Explosion
charges were about 120 kg of dynamite, and 850 kg of amfo. Three Protable Data Acquisition
System (PDAS 100) recording stations along a profile with interval of 50 to 150 meters were
deployed to record the seismic waves. Data was processed using Digital Signal Processing
(DSP) software. Then the classical Spectrum ratio and Nakamura’s ratio methods have been
evaluated. It should be noted that, all obtained results are reliable in frequency range of 0 to 10
Hertz. The obtained results were classified in four stages as follows:

Microtremors: obtained amplification factor, in average, from two recording stations using
Nakamura’s ratio method shows greater values than that of obtained from classic reference
station method. The obtained results for the used methods is summerised as the following;
Explosion: The above result was obtained the same, while explosion was used as a source.
Nakamura’s method: In comparison between microtremors and explosion generated waves,
the Nakamura’s method, in average resulted greater amplification factor while explosion was
used as a source.

Classic reference station method: In comparison between microtremors and explosion, classic
reference station method, in average resulted greater amplification factor while explosion was
used as a source.

Keywords: amplification factor, alluvium deposits, Nakamura’s method, reference station
method
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4-2. Remote Sensing (RS)

Remote sensing is being increasingly used in
snowmelt-runoff simulation. Grain size and
shape, impurity content, near surface liquid water
content, depth and surface roughness as well as
solar radiation, are the main parameters, which
affect spectral reflectivity of snow. Different
attempts in this field have been used to acquire
snow properties using different electromagnetic
spectrums or to prepare required data and input
files. The most common properties and features
that are purposed to extract through remote
sensing are snow albedo, grain size, SWE,
density and snow cover mapping (Nagler and
Rott, 1997; Swany and Brivio, 1996).

The possibility for detecting snowpack properties
is largely determined by the wavelength being
used to the remote sensing instrument. Visible
and near infrared wavelengths cannot penetrate
far into the snowpack, therefore they are mainly
used for extracting surface information of the
snowpack, these waves cannot produce an image
through clouds. Bales and Harrington (1995)
reported recent attempts to validate reflectances
derived from Thematic Mapper (TM) imagery
using ground-acquired spectrometry, highlighting
the importance of the solar zenith angle in
determining reflectances.

Microwave wavelength can penetrate into the
snowpack and it can also acquire data in cloudy
conditions or night time. But the interpretation of
their images is more difficult compared with
visible and near infrared wavelengths. Some of
literature exists on the use of microwave wane
lengths in capturing various information from the
snowy terrain (Hall and Martince, 1985; Bales
and Harrington, 1995). Since the microwave
signal from the snowpack is a volume-integrated
response to wetness, density, surface and
substrate roughness, and stratigraphy, it is
difficult to invert the signals to recover the
various physical properties of interest. (Hall and
Martince, 1985; Bales and Harrington,1995).
Among the operational hydrological models the
SRM Model (Martinec et al, 1998) relies more on
remote sensing information. In this model snow
cover area (SCA) is an input and RS which are
among the best sources for computing SCA.
Discussion about the relative advantages and
disadvantages of using remote sensing data from
various satellites for snowmelt runoff forecast,
and many interesting findings on snow cover

Journal of the Earth and Space Physics, Vol. 27, No. 2, 2001

mapping are available in Swany and Brivio
(1996) and Nagler and Rott (1997).

5. Conclusion

During the last decade, a lot of effort has been
successfully made to sort out problems of
distributed snowmelt-runoff modeling that can be
attributed to the improvement of the computer
software and hardware. It seems the data
problems as described by Leveasly (1989) still
exist. Data is a serious problem, especially in
developing countries. Developing and applying
improved weather generator modules is the
strategy of some of the operational models to
overcome data problems. Application of remote
sensing and especially GIS has been one of the
most advances in snow hydrology. Subsequently
many previous models upgraded and modified
themselves for distributed analysis and new

-models with this concept were developed. But,

fewer attempts have been made to evaluate
snowmelt components of the hydrological
models individually. It is suggested that an
association like IAHS (International Association
of Hydrological Science) announces for an
international effort to collect proper available
data set regarding snow hydrology research and
put them on web site to be used by other
researchers. Making public domain of these data
sets can provide valuable information for
hydrology researchers, model developers and
those involved with simulating snowmelt-runoff
with synthesized data. ANN as a new model
structure is a new scope for investigation of
snowmelt-runoff modeling and more attempts are
needed in this regard. Water is going to be the
main confection for future societies. Potential
water in permanent snow capped area may
provide future water resources, and the
hydrologist will have the main role of applying
these resources efficie ntly and economically.
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surface temperature is 2.5°C less than the air
temperature when the air temperature is subzero,
whereas it is zero when air temperature is zero or
more. This suggestion has been also used for
some other research works (Brubaker et al,
1996).

3-3. Solar Radiation

Solar radiation is one of the most important
sources of energy for creating snowmelt. Also
when spatial analysis of snowmelt is to be
considered, this variable gains in significance for
its effect on the above process. Surprisingly, this
meteorological parameter is not a readily
available data in many catchments. Model
developers have used different strategies to
handle this meteorological parameter. In the

the evaporation from  the  reference

evapotranspiration (Todini, 1996). The SWAT .

(Amold et al., 1996) and EPIC (Williams et al,
1984) model uses the stochastic approach to
generate daily solar radiation introduced by
Richerdson (1981). This method has been also
used by some of the weather data generator
sofiware (e.g. USCLIMATE (Hanson et al,
1994) and CilGen (Nelson, 1999)). Of course,
there are some models like SHE model (Bathurst
and Cooley, 1996) that assume radiation data can
be supplied from the observatory stations.

In another study carried out by Hargreaves and
Samani (1982), they correlated solar radiation to
temperature and extraterrestrial radiation. This
approach has been used more frequently by other
studies to estimate incident solar radiation.
Recently, Morid (2000) have applied ANNs to
estimate daily solar radiation and compared the
results with those of Richardson (1981) and
Hargreaves and the Samani (1982) method,
modified by Allen (1997). They concluded that
although ANN performs better than other
methods, but for use in the operational
hydrological models, the method of Hargreaves
and Samani (1982) is more appropriate and
applicable for the estimation of radiation.

4. Application of New Technology in

Snowmelt Simulation

Geographical Information  System, Remote
Sensing, Information Technology are the new
technologies which are currently increasingly
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used in snow hydrology. The main objectives of
these applications are data acquisition, data
elaboration and pre-processing.

4-1. Geographical Information System
(GIS)

One of the main states of progress throughout the
last decade is the implementation of GIS in
hydrological models. GIS is not a directly
suitable technique for hydrological modelling in
the true sense, the main reason being that GIS
does not explicitly represent the time varying of
the data structure (Maidment 1993). But the
coupling of GIS as a pre- processor and
hydrologic models seems to be a logical direction

"(Meijerink et al., 1994). This is the procedure
, > that now many hydrological models like SWAT
ARNO model, it has been calculated accarding to

(AV-SWAT, 1999) and MIKE BASIN (Danish
Hydraulic Institute, 2000) have implemented to
enhance their model capability by developing
proper GIS interface. The integration of GIS and
remote sensing is another combination in
enhancing hydrological model powerfulness. For
spatial analysis, digital elevation model (DEM) is
the basic element, which is used by GIS. A DEM
is an ordered array of numbers that represents the
spatial distribution of elevations above some
arbitrary datum in the landscape. In principal, a
DEM describes the elevation of any point in a
given area in digital format. Slope and aspect
maps, hill shading watershed delineation and
channel network are the main information that
can be obtained by using DEM. Scaling is an
important issue while using DEM for spatial
analysis. The effect of using DEM with different
sizes can be found in Cline et al. (1997) and
Artan et al. (2000). Another important issue in
this regard is using DEM in the parameterization
of watershed with various approaches like Do
(infinite number of possible directions), D8
(eight single directions), etc. Pasricha and Gosain
(2000) explored and evaluated the automatic
techniques for parameterization of the watershed
using D8 and Do approaches. It was found that
D8 does well under situations where large-scale
(= 5m contour interval) is available. At the same
time, the Doo approach also gives results on such
a large scale, which are equally good or rather
better than those given by D8 approach. But on a
small scale, D8 uses its entities and shows its
robustness
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applied. Using R? (correlation coefficient), the
performance of the model simulation changed
from 0.6 to 0.9 at monthly simulation and at daily
time scale from 0.41 to 0.71 (Morid, 2000).
These differences show the importance and
significant role of snow module in runoff
simulation in snowy terrain. This problem is
pronounced for operational models while
applying them for large basins.

3. Data Related Problems

Although data handling is going to be less
difficult compared with the last decades, still
many of the major problems in simulating
snowmelt-runoff are related to data availability,
data quality, and the ability to extrapolate
accurately point measurements to areal values.
Precipitation, air temperature and radiation are
the main data for snowmelt-runoff simulation
(Zuzel and Cox, 1975), and problems associated
with spatial and temporal distribution of them are
significant for many approaches in snowmelt
simulation.

3-1. Precipitation

Precipitation distribution and its form (snow or
rain) are the most important factors in producing
accurate  estimates of snow accumulation,
snowmelt and consequent runoff. The spatial
distribution of precipitation in a basin is affected
by a number of factors that include storm type,
wind velocity and direction, topography and
elevation. In mountainous regions the mechanism
of the constitution of rainfall is very complicated.
Like many factors such as lee side or weather
' side, relief and wind effect on precipitation and
snowfall and its accumulation. This orographic
enhancement of precipitation is modeled by the
precipitation gradients. Although the gradient is
usually positive but it increases generally up to
some extent with an increase in elevation.
Because of scarce rain gauge network in high
lands, this threshold is often not known. More
about this context can be found in Leveasely
(1989); Micovic and Quick, (1999).

Recent researches are more concemed about
using satellite and radar information for this
evaluation. James (1999) figures out the rain cell
speed and direction, and then marches each rain
cell across the subareas by using an interpolating
function between adjacent hyetographs. For the
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interpolation, he fits a lagging function to the
cell. Application of GIS and radar images or
satellite data, and overlapping of DEM cells and
radar images can improve the estimate of spatial
distributions of rainfall defined by point rain
gauges. The key point is to establish the
relationship between the radar image and the
actual rainfall for the study area (Chen, 1998).
Although using precipitation laps rate is not an
accurate enough procedure, especially for daily
or shorter time scales, but still for operational
studies it is the best applicable model and some
models use it for this purpose (e.g. SWAT,.,
SRM model)

3-2. Temperature

Air temperature is one of the major components
in the determination of snowmelt rates and the
form of precipitation. Elevation is the main
components that affect the spatial distribution of
air temperature, though not in the same manner
as that for precipitation. Air temperature usually
decreases with increasing elevation at an average
lapse rate of about 6°C/km. However, the
variation about this average can be quite large.
Barry (1981) presented excellent discussions
pertaining to temperature lapse rate.

Distributed parameter models usually use
temperature lapse rates to extrapolate measured
air temperature for all subbasins or elevation
zones or cells in 3D scheme. Hydrological
models usually use a constant lapse rate for the
entire year (SWAT (Amold et al, 1996)),
whereas in some cases they have applied seasonal
or monthly lapse rate and even daily lapse rates
in (SRM Model (Martinec, et al. 1998)). The use
of seasonal or monthly constant rate does not
reflect the variability observed in the daily lapse
rates and can be a source of simulation error. To
minimize these errors, the constant lapse rates are
usually optimized (Leavesley, 1989).

In addition to air temperature, snow surface
temperature is essential for solving energy
balance equations and calculating net radiation
transfer. There are rare measurements available
for this parameter and usually estimated by daily
temperature measurements. Kuzmin (Alekhin,
1964) postulated that snow surface temperature is
the same as air temperature when air temperature
is subzero, whereas snow surface temperature is
zero when it is zero or more. Anderson (1976)
experimental observations suggested that snow
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wind, elevation, etc.) For instance, Konovalov
(Aizen et al., 1996) with 380 day of observations
on the Tuyksu glacier defined 10-day snowmelt
equation:

Wi =062 *Tg4t+ 54 r=0.70, SE=8.3 (4)
Aizen (1996) based on 32 years of observations
on the Gloubina glacier presented the following
equations to predict snow and ice melt for
northern Tien Shan:

Wy=64*T,+87 r=071,SE=19 (5)
W=03T,+95°%% r=079 SE=78 (6)
where T, T4 and T (°C) are daily, 10-day and
summer average air temperature, W, W, and
W(mm) are daily, 10-day and annual melt of ice,
snow and fim receptively. SE (mm) are standard
error of W, Ws and W and r is regression
coefficient.

2-6. Data Requirements of the Methods

Among the above-mentioned approaches from
data requirment point of view, energy budget and
flow transmission based models require more
data and deal with more complicated equations.
The Anderson model (1976) is one of the most
complete energy budget based models that many
further researches have been carried out to use
and calibrate it for different areas (Stein, 1985;
Barry et al., 1990). The flow transmission based
models have received comparatively less
attention because of complicated parameter
requirements, aithough this approach provides a
more accurate prediction of the magnitude and
timing of snowmelt than current operational
models  (Melloh, 1999). The statistical
approaches require observed snowmelt for a
moderate period of time. For instance, in
SWAT ,er092, the minimum and maximum rates of
snowmelt during a year are required. Usually this
approach is more relevant for the specific site in
which the data have been collected. Specially, for
the dams that are fed by snowmelt, future
snowmelt is predicted by this method. Relatively,
temperature based, and temperature-radiation
based approaches need less and easily available
data in comparison with other methods.
Capabilities for running in big basins and
incorporating spatial and temporal variation of
snowmelt process are another advantages of
temperature-radiation method. For example SRM
has been applied for Yellow River basin in
China, with area of 122000 km?, (Martince et al.,
1998).
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2-7. Smow Water Equivalence (SWE)
Distribution

SWE calculations and its spatial distribution have
been the main concern in hydrological models
and have been estimated in different ways. Tani
(1994, 1996) developed a simple technique of
spatial filtering of digital elevation data to
correlate rainfall and SWE against elevation.
Hills et al. (1994) developed a methodology to
generate real-time gridded snow  water
equivalent, using ground-based and airborne
snow data collected over the western U.S. All of
these research works were based on some direct
measurements that make them unsuitable for
ungauged catchments. In an attempt authors
specifically considered such catchments and
developed an algorithm for SWE monitoring of
ungauged catchments using the SWAT model
(Amold et al., 1996) and Swift (1976) algorithm
for calculating spatial variation of incident solar
radiation (Morid et al., 2000). The gridded SWE
incorporates the spatial variability of the
snowpack induced by the geographical
information system (GIS) to store, analyze and
display the spatial data necessary to perform the
estimation.

2-8. Calibration and Validation

As already stated, snowmelt simulation is a
common module in hydrological models, but the
output of snow module has been rarely calibrated
and validated independently by the modelers.
Snowmelt models are traditionally calibrated by
the predicted and observed discharges at the
basin outlet and still in many of the recent
research works, the model performance is
evaluated in the same manner (Brubaker et al.,
1996; Micovic and Quick, 1999; Amiold et al,
2000). Again this is because of a deficit of
observed data. It sometimes happens that in spite
of satisfactory water yield, the values of the
components of flow are independently
meaningless (Cazorzy and Dalla Fontana, 1996).
This problem is pronounced for operational
models while applying them for large basins. The
authors applied the SWAT model to a 16.1 km®
snow bound basin located in Iran. All the data
sets and parameters were kept constant and only
different  snowmelt  simulation  algorithms
including: temperature based, temperature-
radiation based, and energy budget based, were
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as:
A0=0n+ Qe+ On+ Qg+ Om €))
where

40 = change in the heat storage of the snow
cover

O, = net radiation transfer

Q. = latent heat transfer

O» = sensible heat transfer

Qg = heat transfer across the snow-soil interface

On = heat transfer by mass changes (advected
heat)

The model includes important snowpack
processes, such as snow ripening, pore water
retention and flow of water through the pack.
These models are preferable for continuous simu-
lation with a short time interval (e.g. hourly or 6
hours). However, the main limitation of these
kinds of models is data. Therefore, the use of
these models for operational works or ungauged
catchments, necessitates the development of
appropriate methodology to deal with limited
data.

2-3. Temperature - Radiation Based
Method

In some of the recent researches, investigators
have incorporated radiation as an index in the
melt rate equation (Brubket, et al., 1996;Cazorzi
& Fonatana, 1996). The Brubket method led to
the development of a new version of Snow
Runoff Model (SRM). In these studies tempera-
ture and radiation both have been used as input
for the developed models. This method has
advantages in terms of simplicity and practica-
bility of temperature-based method and more
precession of energy balance method, although it
does not have all its components. Capabilities for
running in big basins and incorporating spatial
and temporal variation of snowmelt process are
another advantages of this method.

2-4. Flow Transmission Based Method

This category of snowmelt approach also uses
surface energy balance to estimate melt water
input to snowpack, the major difference with
energy budget based method is that in this

method a mathematical solution to the flow of

water through the snow has been included that
makes it more physically based.

The research work of Akhan (1984) is one such
attempt. He developed a physical-based
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mathematical model of runoff from snow-
covered hill slopes that included realistic
metamorphism  components and  improved
models of water transmission. His work is one of
the most complete models using theoretic
equations.
Akan (1984) assumed snowpack as an ideal rigid
porous medium which consists of two bodies; (1)
the main body that is unsaturated with respect to
liquid water, and (2) a thin saturated layer of
basal flow. The settling of the melt layer was
neglected and the flow of liquid water was
considered to be one-dimensional.
Albert and Krajeski (1998) made another attempt
for this category of snowmelt simulation. The
surface energy balance is almost equivalent to
that of Eq.(3). The water equivalent of melt,
equal to the available energy from the surface
energy balance, is added to rainfall and routed
through the snowpack. The water volume flux
equation is used in this model is expressed
below:

1

ﬂ=—n.9"(l—S ! p.kg ;'U_l_:_aﬂ
ot " Ox

3)

w

where:

U = volume flux of water (cm s™"),

t = time (s), n is dimensionless porosity of snow,

n = dimensionless effective saturation (S)

exponent,

9 = dimensionless porosity of snow,

Swi = irreducible water saturation of snow (% of
total volume),

Pw = absolute permeability of snow (g cm?),

k = absolute permeability of snow (cm?),

£ =s acceleration due to gravity (cms™),

M4, = viscosity of water (g cm™ s™)

x = vertical spatial coordinate (cm).

These series of models have received

comparatively less attention as they involve
many parameters, which are difficult to evaluate,

although this approach provides more accurate

prediction of the magnitude and timing of
snowmelt than current operational models
(Melioh, 1999).

2-5. Statistical Method

Several attempts have been also made to correlate
snowmelt with other meteorological and

physiographical variables (e.g. temperature,
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Table 1. Snowmelt modeling approaches.

Method Models / Methodology

Degree-Day (Linsley, 1943); EPIC (Williams et al.,
1984); SWAT,.0: (Amold, et al. 1996), TANK
Sugawara and Watanbe, 1985)

[Temperature
lbased Method

Kuzmin (Alekhin, 1964); SNOW17 (Anderson
1973); ARNO (Todini 1996); SHE (Bathurst and
[Energy budget  [Cooley, 1996); PRMS (Leavesly et al,, 1983); US.
based Method  [Corp of Engineers (USACE, 1998), SSARR
USACE, 1991), NWSREFS (Peck, 1976),
ISNTHERN, (Jordan 1990,1991)

[Temperature- ICazorzi and Fontana (1996),SRM (Martinec et al.,
radiation Method {1998)

[Flow

transmission  |Akhan ( 1984); SNAP (Albert and Krajeski 1998)
IMethod

EZ?;;‘;” |Aizen et al. (1996), SWAT, 002 (SWAT, 2000)

changing seasonal climates in modifying
discharge and few chemical components using
ANNs. For mapping the spatial distribution and
time evolution of snow water equivalent Chen et
al. (1998) used ANNs to develop a multi-
parametric  algorithm to invert measured
parameters by remote sensing to snow parameters
like SWE. Tokar and Johnson (1999) used ANNs
for daily runoff simulation of Little Patuxent
River in Maryland. However, in all the three
studies, snow depth was measured and has been
directly put as input. The reason for this
consideration can be ANN’s simplicity, ability to
extract the relationship between the inputs and
outputs of the process without considering
physics explicitly. It is also capable of mapping
one multivariate space to another, given a set of
data representing that mapping. Even if the data
is noisy, short length and involving errors, ANNs
have been known to identify the underlying rule
(Dawson and Wilby, 1998; Tokar and Johnson,
1999; Sajikumar and Thandaveswara 1999 and
ASCE 11, 2000).

Attempts have been made to review some of
these snow models, which are more operational.
World Meteorological Organization (WMO,
1986) carried out an extensive comparison of
snowmelt runoff models in which hundreds of
model runs were performed in six selected test
basins. However, they only compared the results
regardless of the algorithm. The U.S. Army
Corps of Engineers (USACE, 1998), Singh
(1995) compared the structure and approach of
snowmelt models. In another work by the U.S.
Ammy Corps of Engineers, Cold Regions
Research & Engineering Laboratory (CRREL)
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the focus was given on the snowmelt algorithm,
their developmental setting, equations, strength,
and limitations (Melloh, 1999), however their
study was confined to operational models being
developed in the USA. In another attempt, Morid
(2000) assessed response of a numbers of snow
models to synthesized data. He showed that using
synthesized data could give better results in
comparison to using simple temperature based
equation for lower time scales.

2-1. Temperature Based Method

Temperature based method is the first attempt in
snowmelt modeling and has been used in many
different ways for calculating snowmelt. Some of
the equations used are based on minimum
temperature (T ), Some are based on maximum
temperature (Tp.c), some other are based on
mean temperature (T,,) and some are based on a
combination of them (Maidment, 1992). The
general from of the method is as follow:
M=Cy(Ts-Ty M
where M is melt (mm.day™), C4 is degree-day
melt coefficient (nm°C 'day™), T, is air
temperature (°C) and 7, is base temperature at
which melt will occur, normally 0 °C.

2-2. Energy Budget Based Method

Many studies have been directed toward an
understanding of the energetic of snowmelt. One
of the first and complete attempts was made by
Anderson (1976) in the Hydrologic Laboratory of
the Office of Hydrology, U.S. Army Corps of
Engineers. The model was developed based on
the works carried out by Crawford and Linsley
(1964) and Anderson (1973). The Anderson

model is based on two equations: (1) the energy
exchanges at the snow-air and snow-soil

interfaces and (2) the heat and mass transfers
within the snow cover. The model takes into
account the physical processes associated with
the accumulation, melt and energy transfer of the
snow cover. The energy balance approach for
calculating snowmelt applies the law of
conservation of energy to a control volume. The
snow-ground interface acts as the lower boundary
of the control volume, whereas the snow-air
interface acts as its upper boundary. The use of a
volume allows the energy fluxes into the snow to
be expressed as internal energy changes. The
energy balance of snow cover can be expressed
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Abstract

Snowmelt-runoff simulation is a significant and common module in hydrological models. During the
last decade, a number of hydrological distributed models, have been developed, using different
snowmelt algorithms and many of the previous models have been updated with more improved
snowmelt approaches. Also, an especial consideration has been developed to distributed modeling. In
the present paper, snowmelt modules of hydrological models have been reviewed. Data problems to
some extent have been resolved compared with the previous decade, but it is still the main obstacle.
Application of Geographical Information System (GIS) has been one of the great successes and some
of the models have been facilitated by GIS interface. In spite of these improvements, because of the
rareness of snowmelt measurements in a few studies snowmelt components of hydrological models
have been independently evaluated. It has been suggested that under the coordination of International
Association of Hydrological Science (IAHS), in an international attempt, snowmelt data set of
different research works that have been done so far to be collected and made available to snow

hydrologist and modelers.

Key words: snow hydrology, snow simulation problems, ungauged catchments

1. Introduction

Snow accumulation and ablation are the prime
phenomena which are of concem to the
hydrologist and water resources managers
dealing with snowy catchments and snow fed
rivers. Exhaustive studies have been carried out
on this phenomenon in the last decades, but still
there are many bottlenecks in the way of snow-
runoff simulation. An excellent review on
problems associated with snowmelt runoff
modeling for a variety of physiographic and
climate conditions was presented by Leavesley
(1989). He discussed a number of problems
associated with snowmelt-runoff simulation,
reasons why they occurred, and solution being
used or proposed to solve them. He summarized
common problems as follows:

¢ Definition of the spatial and temporal distribu-
tion of input model.

e Measurement or estimation of snow accumula-
tion, snowmelt, and runoff process parameters
for a range of application and scales.

e Development of accurate short term and long
term snowmelt runoff forecasts.

In this paper, we have looked into those problems
again after a decade and at the beginning of the
new millennium, to see where we — snow
hydrologists- were, and where we are now? The
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issues discussed in this paper are related to
modelling approaches, data availability, and
specific model applications. We have also
explored the application of new technology and
new scopes in snow hydrology

2. Modeling Approaches

Snowmelt simulation is usually a module in
rainfall-runoff simulation models. Some of these
models have used sophisticated methods for their
snow module and some of them have sufficed
only to a simple equation. Briefly, they can be
categorized  into  five  classes, namely:
temperature-based, energy budget, temperature-
radiation, flow transmission and statistical
methods. Table 1 refers to some of the hydrologi-
cal model categories with respect to the above
defined classification, along with some of the
cited research works and a brief discussion about
them will be given in the next sections.

In addition to the said method, recently a number
of emerging techniques such as Artificial Neural
Networks (ANNSs) are being considered for use in
snowmelt-runoff simulation and prediction. Clair
and Ehrman (1998) used total snow depth as
input nodes for assessment of influence of
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Figure 12. The coordinates of the source bodies via EULDPH in Mard Abad.
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Figure 10. Second vertival derivative map of Mard Abad (mGal/m?).
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Figure 6. The coordinates of the source bodies via
EULDPH in Nosrat Abad.

was very close to the real depth.

Another survey is in the area where we are
looking for the hydrocarbon. The Bougour
anomaly map is presented in Fig. (7) in which the
location of source is quite obvious (the black
area) with magnitude less than -120 mGal. The
residual anomalies are mapped in Fig. (8) in
which the main perturbing body is located with
the magnitude of less than -6 mGal in the black
area. After computing the first vertical
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derivatives in figure (9) the position of source has
been limited to the smaller area with the center
about x= 6600 and y= 100The second vertical
derivatives map, Fig. (10) confirms the same area
as in Fig. (9) for existing Hydrocarbon. To
consider the first and the second vertical
derivative maps the most probable area for
existing hydrocarbon is between x= 6000 to 7000
and y= 0 to 200. The maxima of the amplitudes
of the analytic signals is shown in Fig. (11)
where a nice clustering of the results happens.
The results from the EULDPH method are
demonstrated in Fig. (12). The average depth of
the points shown in this figure are in close
agreement with geology surveys. The EULDPH
has been used in windows including 4 and 4
points in x and y directions and the selected
structural index is 2. The criterion for rejecting
was selected to be 15 percent of the standard
deviations of the three unknowns. There is a
good correlation between the results from
EULDPH and the analytic signal methods which
is promising for the quantitative interpretation of
noisy gravity data.

6. Conclusion

One can see from the numerical results that the
methods work nicely. In the case of a relatively
low-depth Choromite, the clustering of the points
computed by the analytic signal method is not so
good. To consider the areas of existing maxima
of the analytic signal for solving Euler’s
equation, we obtained an accurate solution which
is partly verified by drilling the area. However in
a petroleum exploration, the maxima of the
analytic signal shows a very nice ¢lustering and
orientation. The EULDPH method generates
acceptable  results, especially in  depth
determination which is in close agreement with
the geological surveys. However for a final
confirmation of results they are to be checked
with other methods. Applicating the EULDPH to
deep anomalies with complex geology structures
is questionable.
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maxima of the analytic signals were located
through the automatic method expressed by
Blakely and Simpson (1986). The results are
shown in Fig. (5). As indicated by this figure the

area of interest was selected, where the EULDPH
method was used. The Fig. (6) shows the point

sources and the depths i.e., the values close to the
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points. The depth solution for a single point was
rejected based on the criterion if the standard
deviations of the three unknowns had been bigger
than 15 percent. The suitable structural index was
found to be N=2. Most of the points which were
detected for the existence of Choromit then were
approved correct by drilling. The estimated depth



Quantitative interpretation of gravity ... 3

Figure 2. Residual anomaly map of Nosrat Abad (mGal).

selvaraj 1990). The results are shown in Fig. (2).
In this figure the anomaly goes up to the
magnitude of more than 2.6mGal and in an area
with x= 36 meter to 60 meter and y= 160 meter to
200 meter. The first vertical derivatives were
computed as shown in Fig. (3). The white area
centered at about x= 40 meter and y= 70 meter
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with the anomaly 7.63 mGal/m indicates the
place of the main source. The second vertical
derivative map in Fig. (4) shows the same area as
of Fig. (3) with an amplitude of equal to 24.6
mGal/m®>. As implied by the first and second
vertical derivative maps the center of the area of
choromit is x= 40 meter and y= 75 meter. The
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of Blakely and Simson (1986). According to
Marson and Klingele (1993) the horizontal
position of the comers impose the position of the
maxima of the signal amplitude.

3. Euler’s equation

Thompson (1982) showed that for f (x, y, z) to be
a homogenous function of degree N, the Euler’s
homogeneity equation holds,

of of of
(X—Xo)-?&+(Y‘Y0)~E+(Z—Zo)-a=Nf

3
Where xo, Yo and z, are the coordinates of source.
Klingele et al. (1991) proved that the vertical
gradient of gravity field of a point mass is a
homogenous function of degree -3. Hence in
equation (3) the function f can be replaced by the
vertical gradient of gravity with N=3. For a
source body to be represented by an appropriate
distribution of point sources on the body’s upper
surfaice, N would be the structural index
{Thompson, 1982). The value of this index has to
be determined in practice together with the
unknowns X, Yo and z,.

4. Computation method

Applying Euler’s equation (3) for the
interpretation of gravity data is quite
straightforward. A suitable square window (3*3
or greater) of girded data is required. A 3*3
window produces a system 9 linear equations
with three unknowns. This is an over determined
system of linear equations solvable by least
squares procedure. The areas of interest are
windowed using different N. A rejection criterion
(Thompson, 1982) based on the uncertaintity of
solution, was established and the accepted
solutions were plotted on the (x, y) plane. The
solutions were rejected if the standard deviation
of the unknowns, evaluates from the covariance
matrix of the linear system happened to be bigger
than say, 5 to 15 percent of the calculated depth
(Marson and Klingele, 1993). Optimal choice of
structural index caused the clustering of results in
the x, y plane. The standard deviation of
unknowns and clustering of solutions speed up
the interpretation process and in the mean time
saved the interpreter’s judgment The input for
equation (3) is the vertical and horizontal
derivatives. To compute the horizontal
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derivatives we used a five point Lagrangian
differentiation operator as in Abramowitz and
Stegun, (1970).

d*f(x) K <m

dxk X=x; = m!hk i=0Aif(xi) 4
For the first order derivative k equals to 1, and
for the five points operator, m equals to 5. The
coefficients A; are presented by Abramowitz et
al. (1970) in the related tables.

For computing the first and second vertical
derivatives, considering the responce filter
functions suggested by Dean (1958), we used the
following equations described by Agarwal and
Lal (1972) as follows,

og 1
52—=M—2fwwao(p,Q) p?+q’
expli(px +qy)ldpdq &)
2% 1 2. .2
2 an? > 5 Fop.9)(p” +q°)
exp[i(px +qy)ldpdq (6)

Where Fy (p, q) is the Fourier transform of the
data g, (x, y), which is the Bouguer or residual
gravity anomaly, p and q are the discrete
frequencies.

5. Numerical Results

To determine the coordinates of the perturbing
body with the FULDPH method, we edited two
computer codes in Fortran 77. The inputs to the
these programs are residual anomalies. Then the
first and second vertical derivatives were
computed through implementation equations (5)
and (6) respectively. Horizontal derivatives of the
first vertical derivative are estimated by using
equation (4). The analytic signal and EULDPH
are then used to locate the point sources and their
depths.

The first data used is a low-quality gravity data
from Nosrat Abad, the region we are looking for
the Choromit. The primary geological survey
shows that the dip of the alternate lens is between
60 to 80 degree, and the direction of the dip is
toward north and northwest of the survey area.
Figure (1) shows the Bouguer gravity anomaly
map of the area. The Choromit is most probably
located in the west of the area as is shown in Fig.
(1) in white. The residual gravity anomalies were
computed by the orthonormal method (Sarma and
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Abstract

A great deal of attention has been paid to quantitative interpretation in recent years Two methods,

namely the analytic signal and the Euler deconvolution (EULDPH) were discussed in this paper.
After a short review on the mathematical bases of the methods, two field examples were used to
examine the efficiency and limits of the methods when they are applied on a complex geology
structure. These methods have already been applied to synthetic models and high -resolution data

such as gradiometeric or microgravity data. Noisy gravity data especially in areas of complex geology
has rarely been used by these methods and the field examples are exceptions. The low- resolution

gravity data was used to provide with residual anomalies. Gravity gradients were generated from the
residual anomaly values. Then applying the gravity gradients to the analytic signal and EULDPH
methods, we determine the coordinates of a perturbing body in the field of data. Two field examples,
one in the west of Tehran (Mardabad) and another in the southwest of Iran are considered. In the first
field we were to determine the location of a hydrocarbon density anomaly. In the second field, we

were to determine a Choromit anomaly.

Key words: Residual anomaly, gravity gradient, analytic signal, EULDPH

1. Introduction

The determination of the depth and location of
the comers of a perturbing body are two
important prerequisites in the quantitative gravity
interpretation. The basic concepts of 2-D analytic
signal for magnetic data were discussed by
Nabighian (1972, 1974). Cordell and Grauch
(1985) presented a method for the location of
abrupt changes in the density of subsurface rocks
by locating the position of the maxima of
horizontal gradient or gravity anomalies. Their
method was automated by Blakely and Simpson
(1986). This method can also be used for
determining the location of an maxima of the
analytic signal. EULDPH method is based on
Euler’s homogeneity principle. Reid et al. (1990)
used it on magnetic data and briefly discussed the
application of this technique to gravity survey.
The counterpart of this method to the gravity
gradiometric and microgravity has been
introduced by Klingele et al. (1991). EULDPH is
an efficient method for locating density contrasts,
particularly in the case of interfering anomalies
(Marson and Klingele, 1993). EULDPH needs no
postulation on the geometry of the source body.
This is a great advantage, since the vertical
gravity gradient is more sensitive to geology
structures than gravity itself and its interpretation
is less influenced by the neighboring disturbing
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bodies. The vertical gradient if not measured
directly, can be numerically estimated from the
gravity anomalies. The vertical gradient can also
be derived from Bouguer or residual anomalies.
To locate the maxima of the analytic signal, the
comers of the source body are determined. T hen
solving Euler’s homogeneity equations for the
areas including the maxima of analytic signal,
results in the coordinates of the source body.

2. Analytic signal

According to Nabighian (1982)- the analytic

signal of a vertical gradient of gravity produced

by a 3-D source can be defined,
2 2 2

A(x,y):a g+6 g—ia g
0xdz 0Oyoz pz2

The corresponding amplitude is,

2. ) (32 ) 320 )
Ay =l 22| +| 22| +| 22| @
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Green (1976) discussed the properties of
analytical signal useful for 2 -D gravity data
analysis. Hansen et al. (1987) demonstrated also
the usefulness of this technique to the gravity

field. The location of the maxima amplitude of
the analytic signal is determinable by the method

M




